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Ultra-low latency end-to-end communication with high reliability is one of the most important require-
ments in 5G networks to support latency-critical applications. A recent approach towards this target is
to deploy edge computing nodes with networking capabilities, known as Multi-access edge computing
(MEC), which can greatly reduce the service end-to-end latency. However, the use of MEC nodes poses
radical changes to the access network architecture. This requires to move from the classical point-to-
multipoint (or point-to-point) structure, used to deliver residential broadband and Cloud-RAN services,
to a mesh architecture that can fully embed the MEC nodes with all other end points (i.e., mobile cells,
fixed residential and businesses, etc.).
In this paper, we propose a novel PON based Mobile Fronthaul (MFH) transport architecture based
on PON virtualisation, that allows EAST-WEST communication along with traditional NORTH-SOUTH
communication. The architecture enables the endpoints of a PON tree, where usually ONUs are located,
to also host MEC nodes by deploying an edge OLT capable of communicating directly with adjacent
ONUs, by reflecting wavelength signals from the splitter nodes. We experimentally show that signal
backscattering due to the reflection at the splitter does not affect the system performance. In addition,
using protocol level simulations, we show how this architecture can maintain low-latency (≈ 100µs) in
varying mobile traffic conditions by offloading ONUs (i.e., where remote units of Cloud-RAN cells are
located) to other edge OLTs through dynamic formation of virtual PON (vPON) slices. Furthermore, our
results show how an efficient migration strategy for ONUs can be chosen depending on the traffic load,
different functional split configurations, and the PON capacity.
© 2020 Optical Society of America

http://dx.doi.org/10.1364/ao.XX.XXXXXX

1. INTRODUCTION

As the deployment of 5G networks picks up pace, telecommu-
nication industries are continuously challenged by the need
to support ever-increasing data traffic demand, massive con-
nectivity and highly diverse quality of service. Some of the
key network requirements in modern 5G networks [1] include
high throughput, ultra-low end-to-end latency and determinis-
tic Quality of Service (QoS). Specifically, ultra-low end-to-end
latency (1-10ms) has been a critical requirement in 5G networks

that support various latency-critical 5G applications such as tac-
tile internet, logistics, mission-critical control and traffic and
road safety [2].

Cloud Radio Access Networks (C-RAN), along with Func-
tional Split processing, are regarded as the most promising 5G
radio technologies that support these requirements. In the 5G
New Radio (5G-NR) architecture of C-RAN, the baseband pro-
cessing functions are split into three parts: Central Unit (CU),
Distributed Unit (DU) and Remote Unit (RU) [3]. The CU and
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DU processing functions of several cells are centralised and vir-
tualised in either at a Central Office (CO) or at a nearby cloud
edge processing site, while the cell processing part is retained
at the cell site and is called RU. This architecture better facili-
tates Radio Access Networks (RAN) virtualisation with flexible
assignment of computing resources across different entities. The
distribution of baseband processing functions between CU, DU
and RU is identified by 8 split points in the Long Term Evo-
lution (LTE) baseband processing chain, where split-8 is the
legacy CPRI split as in 4G/LTE, and split-1 is identified between
Packet Data Convergence Protocol (PDCP) and Radio Resource
Control (RRC). Interfaces based on these RAN functional split
options are broadly classified in two categories: High Layer
Split (HLS) and Low Layer Split (LLS) interface. In the 5G-NR
architecture, the CU contains all RAN functions above the HLS
interface while the DU contains all RAN functions between LLS
and HLS interfaces, and the RU contains all RAN functions be-
low the LLS interface. As the HLS interface is defined for a split
option at the higher layer of the protocol stack, the fronthaul
transport bandwidth and latency is relaxed for this interface.
On the other hand, the LLS interface has higher transport band-
width and stricter latency requirements.

Sharp data rate increase in 5G and stringent latency require-
ments in fronthaul transport makes the use of the legacy CPRI
interface impractical, as the fronthaul rate is fixed and, for exam-
ple, for a 100 MHz radio bandwidth with 32 antennas and 16 bits
resolution per I/Q sample, the fronthaul bandwidth requirement
would already exceed 150 Gbps (≈ 157.3 Gbps) [3]. Moving to a
higher layer split (such as split option-6, between MAC-PHY)
would relax the fronthaul bandwidth requirement; however, less
processing functions can be centralised. The choice of optimal
5G NR split points depends on specific deployment scenarios.
3GPP introduced the use of split option 2 (PDCP/high RLC)
as the reference HLS split [4] (standardised as F1 Interface [5]),
while it left the selection of LLS open across a range of different
split options (option 6 for MAC/PHY split or option 7 for intra-
PHY split) (TR 38.816 [6]). The Fx interface is a generic notion for
these LLS configurations at ITU-T Gsupp-66 [3]; it is standard-
ised as NGFI-I interface by IEEE [7] and Open-Fronthaul inter-
face by the O-RAN alliance [8]. However, any LLS split option
below the MAC layer (split-6), that uses the evolved Common
Public Radio Interface (eCPRI) fronthaul transport scheme (the
evolved CPRI standard for 5G [9]) at the Fx interface requires a
very stringent fronthaul transport latency of≈100 µs. In order to
meet this low transport network latency requirement, the trans-
mission distance between the RU and the first processing site
of the LLS (DU) may be shortened through the deployment of
limited capacity cloud processing resources, called Multi Access
Edge Computing (MEC), close to the cell-sites.

MEC is an emerging technology for 5G, which extends the
concept of edge cloud and can be used to assist C-RAN meeting
the above 5G requirements. MEC brings highly efficient cloud
computing and storage capabilities at the edge and can be used
by a RAN to offer low-latency and high bandwidth data pro-
cessing for latency-critical applications. It can also offer content
caching near to end users in order to alleviate the overall net-
work load on data transmission through caching and forwarding
contents at the edge of the network. Standardisation efforts are
actively ongoing within the European Telecommunications Stan-
dards Institute (ETSI) Industry Specification Group (ISG) [10] to
effectively integrate MEC in the 5G networks.

Because 5G will increasingly make mobile cells more dense,
there is a danger that the use of dedicated point-to-point fibre op-

tical transport network will make the cost of cell deployment pro-
hibitively expensive. In addition, point-to-point solutions do not
offer much flexibility, when RU connectivity must be migrated
between edge cloud nodes. Passive Optical Networks (PONs)
are instead recognised as a low cost alternative to dedicated
point-to-point fibre to provide high capacity to end users, being
the optical solution of choice for fibre to the premises services.
In addition, where a PON installation is available, customers
can be connected in a short time to a high-capacity fibre con-
nection. Multi-wavelength solutions such as NG-PON2 have
already been developed to further increase the capacity and
flexibility of PONs, where for example a wavelength channel
could be used to support a small pool of mobile cells that require
high-priority [11]. In addition, PON rates are further increas-
ing, with 50 Gb/s due to be standardised soon. For this reason,
PONs are widely regarded as a competitive solutions for mobile
fronthaul services (e.g., considering different functional split
options). Indeed, there has been increasing interest in the use
of PONs as optical Mobile Fronthaul (MFH) transport media,
as they can use an already deployed Optical Distribution Net-
work (ODN) to provide fronthaul transport for RUs along with
serving residential users [3]. However, achieving low latency is
a major challenge for PONs in the upstream direction, because
of its Time Division Multiple Access (TDMA) nature, which re-
quires a centralised and deterministic scheduling operation from
the Optical Line Terminal (OLT). A solution was proposed in
[12] and recently standardised by ITU-T [13], called cooperative
DBA, which adopts a mechanism where User Equipment (UE)
scheduling information is passed directly from the DU to the
OLT. This bypasses the report/grant mechanism of the classical
Dynamic Bandwidth Allocation (DBA), thereby enabling low
MFH transport latency.

Cooperative DBA optimises latency in PON upstream
scheduling when transporting LTE (and future 5G) C-RAN low
split signals. However, as the load from cells increases, migra-
tion of DUs might be required in order to maintain such low
levels of latency. Due to statistical multiplexing of cells traffic
in the PON, such migration of traffic between edge nodes is
needed to even out the load, and as a consequence performance,
so as to reduce application level latency.

2. PROBLEM DESCRIPTION AND RELATED WORKS

To this end, researchers in the last few years, have begun to
conduct research into how edge cloud nodes may be integrated
seamlessly into the optical access architecture. Authors in [14]
proposed a solution where additional physical links are de-
ployed between PONs and which interconnect ONUs directly.
Through the deployment of an edge node at one of the ONU
sites, a low-latency network can be created. It uses, however,
an excessive number of wavelengths, typically, of the order of
N2 (where N is the number of PON trees in the network). In
addition, the wavelength assignment in the proposed scheme
is static. In [15], a similar solution was proposed which rely
on enhancing local connectivity between ONUs by deploying a
star coupler and additional fibers for each ONU; however this
approach does not scale as network densification increases.

In order to overcome this bottleneck, in [16] we proposed a
novel MFH architecture, based on PON virtualisation, which
also enables EAST-WEST PON communication. Here the PON
end-points can serve Broadband end-users and 5G RUs, but
can also host edge nodes. This gives end-points the ability to
carry out ultra-low latency communication that is direct and
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Fig. 1. System Architecture.

does not need to be routed electronically through the CO where
the main OLT is located. In this way, for example, RUs can
dynamically redirect their connection from DUs/CUs located at
the central offices (i.e., at the source of the PON tree) towards
ones located at the edge (i.e., at the leaves of the PON tree) using
dynamic reconfiguration of Virtualized PON (vPON) slices. This
largely improves the statistical multiplexing ability of the PON
to support low-latency services. While the concept of dynamic
vPON was also proposed in [17], there the authors restrict the
location of edge nodes at the the splitter nodes only and consider
dynamic offloading only between edge nodes and CO.

Our work introduces instead the ability to create virtual
PONs across a mix of COs and edge nodes, which can be lo-
cated anywhere in the PON. In addition, we propose a novel
CO-assisted dynamic vPON slice formation mechanism for of-
floading ONUs between edge OLTs, to provide ultra-low end-
to-end transport latency for MFH. This is important, because
our virtualisation mechanism enables the seamless creation and
management of slices to support diverse traffic patterns and
requirements, thus delivering a fully integrated transport mech-
anism for MEC.

In this work, we extend our work in [16] in two ways. Firstly,
we provide experimental proof that our envisaged mechanism of
reflecting back wavelength channels does not introduce sensible
impairments into the system, thus validating the architecture
from a physical layer perspective. Secondly, we investigate the
performance of end-to-end latency on multiple functional splits
(split-8 with Variable Rate Fronthaul (VRF) and split-7.1). The
results obtained using discrete event simulation show how the

proposed scheme helps to determine the maximum number of
ONUs in a vPON slice for a dense deployment of RUs with
heterogeneous splits.

The rest of the work is organised as follows: Section 3 pro-
vides the details of our proposed PON architecture. In section
4, the vPON slice formation and EAST-WEST communication
mechanism are presented. Section 5 describes the experimental
setup for the validation of the proposed physical layer archi-
tecture and discusses the testbed results. Section 6 provides an
overview of the simulation framework, and discuss the simula-
tion results. Finally, section 7 concludes the study.

3. PROPOSED VPON ARCHITECTURE FOR MEC SUP-
PORT THROUGH EAST-WEST COMMUNICATION

Fig. 1 illustrates the system architecture of our proposed C-RAN
over PON scenario. We consider a Time-Wavelength Division
Multiplexing (TWDM)-PON based mobile fronthaul network,
shared with residential users, as shown in Fig. 1. RUs are
connected with DUs through a two-stage splitter hierarchy (al-
though more stages can be considered). While our architecture
can support multiple scenarios of edge cloud convergence, in
this work we consider a popular mobile cell placement strategy,
where several small cells are deployed to provide offload capa-
bility to a macro cell. Further, we consider that MEC servers
with limited processing capacity are deployed at the macro-cell
sites in order to process delay-sensitive traffic. The level-1 split-
ter connects all the RUs belonging to the coverage area of each
macrocell. We refer to this as level-1 PON tree. The level-2 split-
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Fig. 2. Architecture of the level-1 splitter.

Fig. 3. Architecture of inter-splitter communication using the proposed EAST-WEST communication over PON.

ter interconnects the level-1 splitters to the CO. However, unlike
[17], we propose an interconnection between level-1 splitters
to establish communication between level-1 PON branches. It
is important to emphasise that this interconnection can be im-
plemented either through direct cable routes between level-1
splitters or else, if existing ducts are not available, as an over-
lay over the existing level-1 to level-2 splitters’ fibre routes (the
difference in performance is shown later in Fig. 8), which does
not require any additional fiber ducting (although it increases the
latency by a fixed and deterministic amount of time, due to the
additional propagation distance).

Fig. 2 presents the architecture of the proposed level-1 splitter.
Each level-1 splitter uses three additional blocks, namely Wave-
length Loop Back (WLB)

λd,u
i

, Wavelength Pass Filter (WPF)1 and

WPF2, where λd,u
i is the operating wavelength pair (λd

i for down-
stream and λu

i for upstream) of the edge OLT. Each block con-
nects to the upper side of the splitter, which can have as many
ports as there are on the lower side (splitter are inherently sym-
metrical in this sense). As shown in the right hand side of Fig.
2, WLB

λd,u
i

makes use of two reconfigurable Fibre Bragg Grat-
ings (FBGs) connected through a coupler, a circulator and, where

required (depending on the splitter loss) an Erbium-doped or
semiconductor optical amplifier, reflecting back selected wave-
lengths towards the edge. Therefore, if the operating wavelength
of the edge OLT is λd

5 (for downstream) and λu
5 (for upstream),

WLB
λd,u

5
(as in Fig. 2), reflects back λd

5 and λu
5 towards the edge

OLT (notice that λd
5 and λu

5 are different physical wavelengths
and the subscript 5 indicates that they are both associated to the
same vPON slice). This enables the edge OLT to connect to the
ONUs of its own level-1 PON tree (the vPON is shown as the
red shaded area in Fig. 1). WPF2 lets λd

5 and λu
5 pass through to

connect to the upper side of the splitter of the adjacent level-1
PON tree, enabling the edge OLT to connect to the ONUs of its
neighbouring level-1 PON tree (also shown as red shaded area).
Similarly, WPF2 lets the operating wavelength of the edge-OLT
of the adjacent level-1 PON tree (λd

6 and λu
6 in this case) pass

through, enabling the ONUs of the current Level-1 PON tree to
send and receive upstream and downstream traffic to/from the
neighbouring edge-OLT. This process of inter-splitter commu-
nication is illustrated in Fig. 3. Two wavelength pass filters are
used to filter wavelength channels in both directions towards
the adjacent splitters. An additional coupler (not shown in the
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figure) can be inserted between the WPFs and the splitter in or-
der to save on the number of splitter ports. As mentioned above,
from a physical perspective, the fibre linking level-1 splitters
can be routed directly between them if a fiber duct is available.
It should also be noted that while a ring structure enables di-
rect connectivity also between the two furthest splitters, this
is not a necessity for the system to operate. In addition, if an
existing fiber duct is not available along the direct path between
splitters, the fibre route can re-use the existing ducts, by going
forward and back through the routes linking the two Level-1
splitters, respectively, to the Level-2 splitter above. We refer this
second longer route as logical ring architecture in the subsequent
sections.

This architecture has many advantages compared to other
solutions from the literature. Firstly, unlike [14], each edge OLT
can communicate with the ONUs of its one-adjacent level-1
PON tree by using only one pair of wavelengths. In addition,
by using one more pair of wavelengths (λd

7 and λu
7 ), each edge

OLT can connect to two of its adjacent level-1 PON trees. This
also greatly simplifies the wavelength assignment and lightpath
allocation for the dynamic vPON formation. Secondly, unlike
[15], it does not require the deployment of additional fibres
to realize intra-PON communication within the same Level-2
splitter, as the signal is looped back through the same splitter. It
should be emphasized here that looping back the signal through
the splitter using the proposed WLB action has the potential to
introduce backscattering, as part of the signal is reflected back
towards the source. However, we experimentally show (see our
results provided in the experimental evaluation section) that this
has a negligible effect on the system performance.

The OLT located at the central office (the CO-OLT) can em-
ploy a one-channel XGS-PON or a TWDM PON (e.g., NG-PON2)
with four (or more) pair of wavelengths (λi

1, . . . , λi
4 | i ∈ d, u) for

upstream and downstream. λd,u
1 is dedicated for exchanging

control information such as wavelength reconfiguration and
vPON slice information in the MFH with all small cell Optical
Networking Units (ONUs) and edge OLTs. The surplus band-
width of λd,u

1 is shared with the users for data transmission along
with λi

2, . . . , λi
4 | i ∈ d, u, which are used for data transmission

only. In order to dynamically connect to the edge OLT and CO-
OLT, each small cell ONU (which can be expected to be more
expensive than residential ONUs) employs one fixed (i.e., to
reduce cost) and one tunable transceiver, so that a control chan-
nel to the CO is always available. Thus, the service disruption
period of an ONU is significantly reduced when the virtual asso-
ciation is dynamically switched from one OLT to another. The
OLT hosted at the MEC node also incorporates a similar pair of
transceivers where the fixed transceiver is dedicated for exchang-
ing the control channel information with CO, and the tunable
transceiver is dedicated for providing the datapath for the dy-
namic vPON slices. At this point, it is important to emphasise
that the higher cost ONUs and OLTs, with multiple wavelength
channels, are only required for the small cells and MEC end
points. All other residential ONUs can adopt traditional, single
wavelength XGS-PON units, thus enabling the use of low-cost
end points where required. We should point out that in point-to-
point fibre deployments, similar low-latency performance could
in principle be achieved by deploying dedicated mesh routes to
each edge-OLTs and/or CO for each small-cell ONUs. However,
the network would be much more complex with additional fi-
bre routes and transceivers, making the cost of deploying such
networks prohibitive. Our proposed architecture can achieve

low-latency in standard PON deployment scenarios, while keep-
ing the fibre deployment cost at a minimum, and only using
higher-cost ONUs (i.e., with respect to XGS-PON units) at the
small cell sites. The vPON slice allocation is carried out at the
CO and communicated to the edge OLTs through Physical Layer
Operation and Maintenance (PLOAM) messages from the OLTs
located at the CO.

4. VPON SLICE ALLOCATION AND EAST-WEST COM-
MUNICATION

We consider the topology of a converged access/metro architec-
ture [18, 19], where the main CO is located 50km away from the
edge. Of this, 40 km are used by the main feeder fibre, 10 km
by the distance between level-1 and level-2 splitters, while the
distance from the last splitter to the edge is up to 500 meters.
Although the proposed system can support different distance
distributions, this is an example of a popular converged ac-
cess/metro architecture [19], currently under standardisation.
In our proposed architecture, each wavelength channel follows
the XGS-PON specification. The small cells implement C-RAN
with LLS split, as described in [20], where each RU is served by
an ONU and the OLT, DU, and CU is either at the edge (MEC)
or CO. The mobile core network functions are hosted at the CO
regardless of the placement of the CU/DU. We consider eCPRI
traffic over the fronthaul interface between RU and DU. More in
details, we consider two types of split. One is a split-8, operating
over an intelligent adaptive VRF scheme [21], whose experimen-
tal operation was demonstrated in [22],[23], which makes the
line rate proportional the cell load. The other is a split-7.1 [20].
Both splits use a variable transport rate, that is proportional to
the actual traffic at the cell.

The vPON slice allocation is carried out at the CO and com-
municated to the edge OLTs through PLOAM messages from
the OLT located at the CO. Once they power up, the ONUs and
the edge OLTs tune to the wavelength corresponding to the con-
trol channel of the CO (for instance, λ1) and then complete the
standard XG-PON ranging process.

After the ranging process is completed, the CO generates the
required vPON slices, providing information on the edge OLT,
ONUs associated to the vPON slice and the wavelength/s for
the slice. The vPON slice information is sent to the edge OLTs
through the PLOAM messages in the same control channel wave-
length (λ1). In the same downstream PHY frame, a wavelength
tuning command is sent to the member ONUs of the correspond-
ing vPON slice through PLOAM messages. In this way, the OLT
and member ONUs corresponding to the particular vPON slice
configure the wavelength channel simultaneously.

A. DBA procedure and Dynamic vPON slicing
The allocation of upstream bandwidth in a vPON slice is done
by the corresponding OLT independently of other slices, once
the vPON slice is configured from the CO. The DBA process in
each vPON slice works as follows. Following the cooperative
DBA concept [13], each OLT receives scheduling information of
the UEs 4 ms prior to the transmission of data corresponding
to the particular Transmit Time Interval (TTI). In this work,
we consider the case where each UE connected with a RU is
scheduled with one Resource Group (RG) (which is equal to two
Physical Resource Block (PRB) in LTE). The eCPRI packet size
corresponding to the particular TTI can then be obtained from
Table 1, considering that the bandwidth adaptation scheme is
applied according to the number of UEs linked to a given RU
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increases. The OLT aims to schedule the entire eCPRI payload
output from the RU-ONUs for the corresponding TTI within its
duration. Therefore, considering the DBA cycle of 125 µs, the
OLT is required to schedule the entire eCPRI payload over 8
grant cycles. The allocation algorithm for upstream bandwidth
in a vPON slice, described below, follows a similar approach of
three stage bandwidth allocation of XGS-PON.

Stage-1: Fixed bandwidth assignment: In this first stage, a
fixed amount of upstream bandwidth (Ri

F) is allocated to
each ONU (ONUi) regardless of its traffic demand.

Stage-2: Guaranteed bandwidth assignment: After schedul-
ing the fixed bandwidth assignment (Ri

F), the OLT carries
out the guaranteed bandwidth assignment (Ri

G) by allocat-
ing bandwidth to each ONU until either their respective
provisioned level (defined as assured bandwidth, Ri

A) is
reached or their traffic demand (Ri

L) is satisfied, i.e.,
Ri

G = min{Ri
F + Ri

A ; max{Ri
F; Ri

L}}. We define
Ri

A = (C − ∑i Ri
F)/Nsl

ONU, where C denotes the fron-
thaul capacity and Nsl

ONU denote the number of ONUs in the
vPON slice.

Stage-3: Non-assured bandwidth assignment: The surplus
bandwidth is calculated and distributed in a non-assured
form (SNA = C−∑i Ri

G), among the eligible ONUs whose
traffic demands were not satisfied in assignment stage-2.
The OLT allocates non-assured bandwidth components
to eligible ONUs until either all the ONUs reach their
saturation level (whichever is smaller between their
maximum provisioned bandwidth (Ri

M) and the offered
load (Ri

L), i.e., min{Ri
M; Ri

L}}) or the surplus bandwidth
pool (SNA) is exhausted

If the DBA cannot schedule the entire eCPRI payload within 8
grant cycles, (for example if the aggregated upstream bandwidth
is higher than the available bandwidth), the leftover segment
of the eCPRI packet is queued at the ONU side, which will be
scheduled for transmission in the successive grant cycles, along
with the eCPRI data for the next TTI. This, leads to increased
latency in the successive fronthaul packets.

Since the fronthaul rate varies depending on the actual load
at the RU, statistical multiplexing could be exploited by oversub-
scribing the number of ONUs per edge OLT in a vPON slice. As
the load per ONU increases however, the fronthaul transport la-
tency also increases. When the latency reaches a pre-established
threshold, the CO re-configures the vPON slices to dynamically
offload some ONUs to a nearby edge OLT, keep the latency
below threshold.

5. EXPERIMENTAL EVALUATION OF THE PROPOSED
ARCHITECTURE

Fig. 4 illustrates the experimental setup for the proof-of-concept
of the proposed architecture. In this setup, we use a Xilinx VCU-
108 board to generate burst mode traffic at 10.3125 Gbps rate to
emulate the upstream ONU traffic. The original signal (Sλ

i ) is
generated by a wavelength-tunable SFP+ module which is pro-
grammed to transmit the optical signal at λ = 1546 nm. The opti-
cal signal propagates through 15 km single-mode fibre (where
back scattering from the reflected signal will also occur) which
is then connected to one of the two downside ports of a 2x4
splitter. On the other side of the splitter, one port is connected to
an FBG centered at 1546 nm wavelength. The reflection port of

the FBG is fed to the Erbium-Doped Fibre Amplifier (EDFA) for
amplification, which is then looped back to the second upside
port of the splitter (signal Sλ

a , refers to the signal after amplifi-
cation), so that the signal is reflected back towards the access
side of the PON. We can see that the Sλ

a is reflected also towards
the 15km fiber, where it will generate backscattering (Sλ

b ), which
will also be amplified by the EDFA, after going through the FBG,
although delayed with respect of the original signal (Sλ

i ). Finally,
the output of one of the unconnected downside ports (which
is the sum of Sλ

a plus the back scattered signal Sλ
b ) is detected

using a photodiode, the output of which is then terminated on a
real time scope, which operates burst-mode reception, to mea-
sure the BER performance. The power falling on the detector is
controlled using a variable optical attenuator in order to mea-
sure the receiver performance against different received optical
powers. The performance of the system is tested by measuring
the BER as a function of the received optical power.

Fig. 4. Expermental setup for the proof-concept of the pro-
posed architecture.

We measure the Bit Error Rate (BER) against the received
optical power for three configurations:

1. back-to-back (B2B) where no fibre and no splitter is inserted
in the path, acting as benchmark.

2. Configuration-1, where the splitter is not connected so that
there is no backscattering generated. Here the signal travels
through the fibre, is reflected at the FBG, amplified at the
EDFA and fed into the receiver through the variable optical
attenuator.

3. Configuration-2, where the WLB action is reproduced by
introducing the splitter loopback mechanism, which gen-
erates backscattering as the signal backpropagates in the
fibre.

The variation in the path loss due to the removal of the fibre and
the splitter (in B2B and configuration-1) is compensated using
fixed optical attenuators of values 2 and 13 dB, respectively. As a
result, the input power to the EDFA for all cases is kept constant.

Fig. 5 and 6 show the eye diagram of the configuration-1 and
configuration-2 of the experiment. The BER performance mea-
sured through the eye diagram (2.8× 10−14 for configuration-
1 and 9.1 × 10−14 for configuration-2) shows that although
backscattering does introduce a distortion in the received signal,
it has minimal effect on the system performance. This is more
evident from the BER performance shown in Fig. 7, where we
compare these two configurations against the benchmark B2B
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Fig. 5. Experiment Configuration-1: with 15km fiber, EDFA,
FBG no splitter loopback. Fixed loss of 13dB in the path to
account for the two-way splitter loss

Fig. 6. Experiment Configuration-2: with 15km fiber, EDFA,
FBG and splitter loopback. Configuration of the WLB action

configuration (shown by the yellow curve). The result shows a
penalty of 2dB (at BER range of 10−10) for configuration-1 with
respect to the benchmark, which results from the signal broaden-
ing due to the fibre dispersion. The introduction of the WLB in
the configuration-2 on the other hand incurs only an additional
penalty of 0.3 dB over the configuration-1. These results prove
that the backscattering introduced by the splitter loopback has
negligible effect on the performance, while most impairments
are simply due to the optical propagation through fibre.

Fig. 7. BER performance against the received optical power at
the OLT with burst mode receiver

6. PERFORMANCE EVALUATION OF THE PROPOSED
ARCHITECTURE THROUGH DISCRETE EVENT SIMU-
LATION

A. Simulation Overview
We simulate the protocol-level performance of the proposed ar-
chitecture with the OMNET++ discrete event simulation. The
topology described in section 4 is created using OMNET’s net-
work descriptor. The simulation framework closely follows the
ITU-T XG-PON specification [24], where the communication
protocol over the PON follows the XGTC layer specification. We
consider LLS split-8, and split 7.1 for the simulation. Traditional
CPRI is a fixed rate traffic. However, we have experimentally
demonstrated a VRF scheme which provides variable rate over
CPRI split by dynamically adjusting the radio bandwidth (and
thus the LTE sampling rate) depending on the cell load with
the help of an SDN controller [22]. For split option 7.1, the
processing of FFT/IFFT and removal of unused subcarriers is
carried out at the RU. Therefore, by dynamically adjusting cell
bandwidth depending on the cell load, as previously described,
the fronthaul rate for split option 7.1 also becomes variable. We
use [25] to derive the fronthaul rates for the VRF split-8 (the cell
bandwidth varies from 1.4 to 20MHz) and split-7.1. We then fur-
ther extend this procedure to derive the variable fronthaul rates
for the 5G-NR scenario. The equations to derive the fronthaul
rates for the CPRI split-8 (RCPRI) and split-7.1 (R7.1) are given in
(1), (2) respectively.

RCPRI = 2NantRs Nres,CPRI Novhd N8B10B (1)

R7.1 = 2NMIMOL

(
Nres,tra f f ic

Nscrr

TOFDMsymb
+ (2)

Nbins Nres,PRACH
1

TPRACH

)
In the equations above, Nant is the number of antennas and

NMIMOL is the number MIMO layers at the RU. Rs is the LTE
sampling rate, Nres,CPRI is the resolution in terms of number
of bits, Novhd and N8B10B are the CPRI specific overheads for
control and line coding. Nscrr is the number of usable subcarriers
per multi-carrier OFDM symbol, which scales linearly with the
bandwidth. TOFDMsymb is the duration of a single multi-carrier
symbol including the cyclic prefix (we assume the normal cyclic
prefix mode here). Nres,tra f f ic is the resolution bits for the traffic
channel and Nres,PRACH is the resolution bits for the Physical
Random Access Channel (PRACH). TPRACH is the periodicity
of PRACH (which is 10 ms) and Nbins is the number of bins per
PRACH allocation. Table 1 lists the fronthaul rates derived form
the equations, using the parameter values provided in Table 2.
The fronthaul rate for split-8 goes from 153 to 2,457 Mb/s, while
the split-7.1 from 43 to 675 Mb/s. We use (1), (2) along with the
parameters listed in the Table 2 to extend the computation of the
fronthaul rates to the 5G scenario. Table 3 provides the fronthaul
rates used in the simulation corresponding to 5G-NR scenario
where the sample bandwidth configuration and parameters are
collected from 3GPP recommendation for 5G-NR [26]. These
values consider 2 antennas and 2 MIMO layers per RU. For a
100MHz bandwidth, 32 antennas and 8 MIMO layers per RU,
with 16 bits of resolution per I/Q, the split-8 reaches 157.6 Gbps
while split-7.1 reaches a fronthaul rate of 22.06 Gbps.

We consider a Poisson distributed end user traffic (i.e., mea-
sured at the UE) with exponential inter-arrival time. The map-
ping of user traffic to fronthaul traffic follows the same process
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LTE BW
Config

Sampling
Rate Nscrr

eCPRI rate (Mbps)

Split-8 Split-7.1

1.4 1.92 72 153.6 43.694

3 3.84 180 307.2 104.2

5 7.68 300 614.4 171.43

10 15.36 600 1228.8 339.50

15 23.04 900 1843.2 507.58

20 30.72 1200 2457.6 675.65

Table 1. eCPRI rates corresponding to split-8 with VRF and
split-7.1. Nant = NMIMOL = 2, TOFDMsymb = 71.4µs

Nres,CPRI Novhd N8B10B Nres,tra f f ic Nres,PRACH Nbins

16 16/15 10/8 10 10 839

Table 2. Parameters for calculating the CPRI and eCPRI rates
for LTE and NR

described in [21] and summarized as follows. Let us consider
the users arrive at the RU following a Poisson distribution with
intensity γ (arrivals/unit time) and submit a connection request,
which we refer to as the call request, following the terminology
used in queuing theory. Upon arrival, if accepted in the sys-
tem, a service session is initiated and one RG resource (which
is equal to two PRBs for LTE) is allocated (we refer to this as
server) which is occupied for the duration of the accepted call
(we refer to this as the holding time). Therefore the number
of servers (κ) can be determined by the number of RGs in the
highest bandwidth configuration of the cell. Following this, we
can calculate the maximum number of users that can be served
for each bandwidth configuration of the RU from Table 1. In
order to explain how the variable rate fronthaul system operates,
let us consider a scenario where an RU is serving already the
maximum number of users for the current cell bandwidth config-
uration. If a new user arrives, which cannot be handled within
the current bandwidth, the SDN controller triggers a request to
increase the cell bandwidth. As a consequence, the fronthaul
rate (for both CPRI and split 7.1) also increases to support the
higher bandwidth configuration (as listed in Table 1). Similarly,

5G-NR BW
Config

Sampling
Rate Nscrr

eCPRI rate (Mbps)

Split-8 Split-7.1

20 30.72 612 2457.6 689.104

30 46.08 936 3254.4 1052.14

50 61.44 1596 4915.2 1791.68

70 92.16 2268 7372.8 2544.66

100 122.88 3276 9830.4 3674.13

Table 3. Fronthaul rates corresponding to split-8 (CPRI)
with VRF and split-7.1 (eCPRI) for 5G-NR scenario. Nant =
NMIMOL = 2, TOFDMsymb = 71.4µs, Subcarrier Spacing (SCS) =
30KHz

when a call departs and the number of remaining users can
be supported by the next lower bandwidth configuration, both
wireless spectrum and fronthaul rate are decreased accordingly.
If the average holding time of the call is τ time units (or the call
departure rate is µ = 1

τ calls/unit time), then the traffic load
(Erlang) is given by ρ = γ/µ. From the RUs perspective, the
system maintains a steady state if γ

κµ < 1. As the RU requires
some local processing time for the LLS functional split process-
ing and the encapsulation of the eCPRI traffic, we model this
through a uniform distribution with an upper limit of 125 µs.
We measure the latency as the time between the packet arrival
at the RU corresponding to a particular TTI, and its reception at
the DU.

B. Results
Fig. 8 shows a latency reduction of over 10 times between RU
and DU, obtained by edge vPON slicing w.r.t. the use of OLTs
located at the CO. The figure also shows the difference in latency
when the fibre routes are overlaid on top of current PON routes
to interconnect the level-1 splitters (i.e., logical ring, shown in red
curve), versus the physical ring architecture where direct fiber
routes were used to interconnect them (shown in blue curve). We

Fig. 8. Comparison of MFH transport Latency (µs) w.r.t vPON
slice size (number of ONUs per vPON slice) for traffic inten-
sity of 12.5 Erlang and split-8 (VRF).

observe that end-to-end transport latency is somewhat higher
for the logical ring case due to longer fiber propagation distance,
however still around 100 µs, thus compatible with our selected
threshold. In this configuration, half of the ONUs per vPON
slice is from the adjacent level-1 PON tree (50 % inter-PON load).
In the case when all the ONUs in a vPON slice are from the
adjacent level-1 PON tree or 100 % inter-PON load (as shown
in Fig. 9), the latency for the logical ring increases slightly (≈
110 µs) due to increase in average propagation distance, while
the latency for the physical ring still remains below the 100 µs
threshold. This suggests that while offloading ONUs to a nearby
edge-OLT, the CO should optimally reconfigure the vPON slices
so that the overall latency remains below the target threshold
level.

Fig. 10, illustrates how our proposal can be exploited to
considerably improve statistical multiplexing of cells through
MEC migration of DUs, by dynamically reconfiguring vPON
slices, depending on the traffic intensity reports from the DU.
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Fig. 9. Comparison of MFH transport Latency (µs) w.r.t traffic
intensity on logical ring vs. physical ring for 50% and 100%
inter-PON ONUs per vPON slice and split-8 (VRF).

The architecture we use in the following results are obtained
for the case of physical ring architecture. We consider two edge

Fig. 10. Illustration of MFH transport Latency w.r.t RU traffic
intensity for unbalanced migration of RU-ONUs across edge
OLTs using the proposed dynamic vPON slicing technique.
All RU-ONUs are using split-8 (VRF).

OLTs and 24 ONUs, where half of them are residential and
served by the CO. Initially, at low traffic volumes, the edge
OLT1 starts with all 12 RU-ONUs (these are the ONUs attached
to RUs, e.g., providing the mobile fronthaul service) and we can
see that the latency increases as the traffic at each RU increases.
At 10 Erlang traffic per RU, the latency reaches our threshold,
set at 100 µs (this value can be set to the most appropriate value
required by the service). The CO thus activates the edge OLT2
and reconfigures the vPON slices, offloading one ONU to the
vPON slice served by OLT2. This causes a sharp reduction in
uplink transport latency at OLT1. As the traffic from the RUs
further increase, the process is repeated as soon as the latency
grows close to the threshold level. Another possible approach
to load balancing is instead to offload 6 of the 12 RU-ONUs to
the vPON slice corresponding to the OLT2 at once, when the
latency approaches the threshold. The performance results from
applying this second method, which reduces the frequency of

offloading events, are reported in fig. 11.

Fig. 11. Illustration of MFH transport Latency w.r.t RU traffic
intensity for balanced migration of RU-ONUs across edge
OLTs using the proposed dynamic vPON slicing technique.
All RU-ONUs are using split-8 (VRF).

All the results described above use split-8, which remains the
most bandwidth hungry across all the possible functional splits.
Therefore, as can be seen from Fig. 12, the queuing latency raises
quickly as cell traffic increases in a given vPON slice (at 10 erlang
for 12 ONUs per vPON slice). On the other hand, if all RUs in
the vPON slice use split-7.1, the queuing latency at the ONU is
negligible for 6 ONUs per vPON slice. If we increase this to 12
ONUs per vPON slice, the queuing latency becomes higher but
still without suffering a sharp increase. This figure also shows
the case when half of the RUs in a vPON slice uses split-8 with
VRF and the other half adopts split-7.1 (labelled as 50% split-7.1
in the figure), which present intermediate performance results.

Fig. 12. Comparison of MFH transport Latency w.r.t traffic
intensity over physical ring for different functional split config-
urations (split-8 (VRF) and split-7.1)

Fig.13 plots the latency performance against the number of
ONUs per vPON slice, for the two split points for a moderate
traffic intensity of 12.5 Erlang. Here we can observe that we can
accommodate as many as 20 ONUs per vPON slice if all RUs
adopt split-7.1 (compared to 9 for split-8 VRF) while keeping
the latency below the chosen threshold of 100 µs. Finally, fig.
14 shows the maximum number of ONUs per vPON slice de-
pending on the average traffic intensity that still allows to keep
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latency below 100µs, for the same three different split configu-
ration. Therefore, given a required QoS in terms of fronthaul
transport latency, and average traffic load over the network, this
result helps in determining the maximum number of ONUs per
vPON slice depending on the split configuration of the deployed
RUs. It is also worth to consider how our proposed system

Fig. 13. Comparison of MFH transport Latency w.r.t number
of ONUs per vPON slice for different functional split configu-
rations (split-8 (VRF), split-7.1 and mixed split deployments),
physical ring, traffic intensity = 12.5 Erlang.

Fig. 14. Performance comparison showing maximum num-
ber of ONUs per vPON slices vs. the average traffic intensity,
for different functional split configurations to achieve below
100µs MFH transport latency.

performs in a 5G-NR scenario. For 100 MHz transmission band-
width, with only two antenna configuration (or MIMO layers as
we are considering them equal in the paper), each RU starts to
push Fronthaul data at 9.83 Gbps rate with split-8 and 3.68 Gbps
with split-7.1. Therefore, a 10G PON (such as XGS-PON) as
considered in the previous results, is not suitable. This is evident
from Fig 15 as we can see the red solid curve corresponding to
split-8 increases steeply even at very low traffic, whereas with
split-7.1, a vPON slice configuration with 4 RU-ONUs per slice
can still be used for a moderate traffic intensity (till 25 Erlang).
Therefore, a high bandwidth PON such as 50G PON should be
used to overcome the queuing latency/ONU buffering (dotted
blue and red curve in Fig. 15). Finally, figure 16 provides a

more conclusive result by showing the maximum number of
RU-ONUs per vPON slice configuration depending on the traf-
fic condition when a particular PON (10G-PON or 50G-PON)
carries fronthaul data over a 5G-NR Fx interface. We have not
shown the results for higher MIMO layers, as the data rate can
easily reach values above 150Gb/s for split-8 and above 20Gb/s
for split-7.1, which would be difficult to manage even in a 50G
PON. These would indeed require PON channels rates of 100
Gb/s and above, with more than one wavelength channel. Al-
though not shown here, as they might be considered speculative,
such results could be easily extrapolated from the current results.

Fig. 15. Performance comparison showing latency perfor-
mance over 5G-NR fronthaul over 10G PON and 50G PON.

Fig. 16. Performance comparison showing maximum number
of ONUs per vPON slices vs. the average traffic intensity, for
different functional split configurations on 5G-NR to achieve
below 100µs MFH transport latency over 10G and 50G PON.

7. CONCLUSION

In this paper, we have introduced a novel PON architecture
which enables both NORTH-SOUTH and EAST-WEST com-
munication, giving the ability to set up multiple virtual mesh
topologies with low latency. The architecture enables end points
to host both mobile cell sites and MEC nodes, with the posi-
tioning of additional OLTs at the user end points and using
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reflective filters at the splitter locations to back-propagate sig-
nals towards other ONUs. We experimentally show that back
scattering due to this reflective action has negligible effect on the
system BER performance. Through protocol-level simulations,
we then show how cooperative DBA can be exploited to main-
tain low fronthaul transport latency under varying mobile traffic
conditions, while at the same time achieving statistical multi-
plexing of RU-ONUs employing heterogeneous functional splits.
Our results show that even if a direct physical fiber deployment
is not possible between level-1 splitters, existing ducts through
level-2 splitters can be used to realise EAST-WEST communi-
cation for low-latency fronthaul transport. We further show
that under highly dynamic traffic scenarios, by dynamically of-
floading functional split computation across edge nodes using
dynamic vPON slicing technique, our EAST-WEST PON archi-
tecture can maintain the system latency below a given threshold
(set to 100 µs in our work). This is achieved through appropriate
MEC migration strategies, so that as traffic in the RU-ONUs
increases, their computation can migrate towards other local
OLTs hosting MEC nodes. Following this, we give insights on
how these vPON slices can be formed dynamically, depending
on the cell load, processing capacity at the MEC nodes, and
functional split option employed at the RU-ONUs, so that mi-
gration of DU processing across MEC nodes meets the target
latency threshold. We finally show how our proposed architec-
ture and the corresponding results can in general be applied for
a scaled up 5G-NR system with high bandwidth configuration
and supported by next-generation high bandwidth PON based
fronthaul. In conclusion, we show how our PON architecture
enables the convergence of mobile and MEC nodes, delivering
deterministic low-latency performance under highly dynamic
traffic scenarios.
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